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FUJITSU History of HPC System FUJITSU

Delivering high-end computing solutions for over 40 years

No.1 in Top500 FX1000
FUJITSU’s goal has always been to deliver innovative and efficient (Jun&Nov, 2020) 77 .
systems through our advanced technological solutions FX100 ARM
e > FX700

Diverse product range and technologies Mok in Togauy o0

B Starting with Vector array supercomputer (1977)

fJum:anJJJJL,ADLl)
®  Developed into Vector Parallel Processing (VPP) World’s Fastest
system Vec& Processor (1999) 3
B  In addition, a Massively Parallel Processing series & VPP5000 L
@0 FX1
based on SPARC processor was developed No.1in Top5Q = SPARC M?I_St ?33'&“ Pez";gg)“ance
H n 10 [o)
B The MPP range technology evolved into SPARC based (Nov. lw_ _ Enterprise II n fop <
supercomputers of K-computer, FX10 and FX100 Gordo I Prl)ze {\ef’
. . . 95, 96 o2
B Today this range is accompanied by the PRIMERGY ! i VPP300/700 PRIMEPOWER . g
Intel based product series 9\) iciaxa / HPC2500 WOrIdIs “II'OSt g@ EEanE=
. : ot Scalablel RIMEQUEST PRIMERGY CX400
And finally, the ARM architecture has o .. Super (" Multi nodeserver . o
been chosen to take us into the N Developed with NAL & e
ieoes &7 AP3000 %
‘ ’ ; (") PRIMERGY BX900 %
Exascale’ processing era VP Series  VPP500 Q@ - %" Cluster node sg,@
- o mbepm b b
J s First [‘? QQ Japan’s Largesr HX600 ()\
apan’s Firs ¥ 'D‘ AP1000 Cluster in Top500 Cluster node‘bb
s\/ector (Array) 0& = (July 2004) +
upercomputer ] PRIMERGY RX200
(1977) F230-75APU T Cluster node

1990 2005 2010

*NWT: Numerical Wind Tunnel 3 Copyright 2020 FUJITSU LIMITED



DNA of Fujitsu Processors FUJITSU

A64FX inherits DNA from technologies in the HPC, UNIX servers, & Mainframes

High performance-per-watt
Execution & memory throughput
Low power
Massively parallel

High speed & flexibility
Thread performance
Software on Chip

Large SMP
CPU with extremely
high throughput
High reliability High performance.
Stability Low power consumption
Integrity High reliability
Continuity
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Technical Info of A64FX FUJITSU

Architecture Features

B Arm V8.2-A (aarch64 only) Core Memory Group  Tofu D /0
L . . 13 Cores 28 Gbps 2 lanes 10 ports PCle Gen3 16 lanes
B SVE 512-bit wide SIMD x 2 pipeline per core L2$ 8MiB - -

Mem 8GiB, 256GB/s

B 48 computing cores + 4 assistant cores™

All 52 cores are identical

Frequency 1.8GHz, 2.0GHz, 2.2GHz™*

L1I$ size: 3MiB (64KiB x 48 computing core)
L1D$ size: 3MiB (64KiB x 48 computing core)
L2 cache size: 32MiB (8MiB x 4 CMG™)
HBM2 32GiB

PCle Gen3 16 lanes

TofuD™ 6D Mesh/Torus,

28Gbps x 2 lanes x 10 ports

7nm Fin FET

B 8,786M transistors
B 594 package signal pins

*1: 2.2GHz, Assistant cores and TofuD are only available for Fugaku and FX1000
*2: CMG: Core Memory Group
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AB64FX Specifications and Efficiency FUJITSU

AB64FX peak performance and efficiency

B 3.072TFLOPS@2.0GHz, >90%@DGEMM
B Memory B/W 1024GB/s, >80%@Stream Triad

Specifications
[l Fuiitsu AB4FX [] B vendor Processor
. A Vendor Processor |:| C Vendor Processor
ISA Arm v8.2-A JArm v8-A x86 x86 4
Vector instructions | SVE Neon AVX512 AVX256
Process Node 7nm 16nm 14nm 7nm 3
# of Cores 48 32 28 64 5
Memory HBM2 DDR4 DDR4 DDR4
Peak FLOPS 3.072TF 0.64TF 2.15TF 2.30TF 1
Peak Memory B/W | 1024GB/s 171GB/s 141GB/s 205GB/s I
’ 0 1 --ﬁﬁ
BF Ratio 0.333 0.267 0.066 0.089
Peak Flops [TF] Peak Memory BF Ratio
B/W [TB/s]
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ABAFX Features FUJITSU

Collaboration with Arm to develop and optimize SVE for a wide range of applications
® FP16 and INT16/8 dot product are introduced for Al applications

_ SPARC64 Xifx [PRIMEHPC FX100] SPARC64 VllIfx [K computer]

ISA Armv8.2-A + SVE SPARC-V9 + HPC-ACE2 SPARC-V9 + HPC-ACE
SIMD Width v 512-bit 256-bit 128-bit
Predicated Operations v Enhanced v 4
Four-operand FMA v Enhanced v v
Gather/Scatter v Enhanced v =

Math. Acceleration v Further enhanced v Enhanced v
Compress v Enhanced v =

First Fault Load v New = =

FP16 v New = =

INT16/ INT8 Dot Product v New = =

HW Barrier* / Sector Cache* v Further enhanced Enhanced v

Many core architecture v" Further enhanced (48 cores) Enhanced (32 cores) v’ (8 cores)

High Band Width

v Further enhanced (1024GB/sec)

Enhanced (240GB/sec x2 in/out )

v (64GB/sec)

* Utilizing aarch64 implementation-defined system registers and available with FUJITSU Software Technical Computing Suite or FUJITSU Software Compiler package
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Execution Unit

Extremely high throughput

= 512-bit wide SIMD x 2 Pipelines x 48 Cores
= >90% execution efficiency in (D|S|H) GEMM and INT16/8 dot product

(ToPS) Peak Performance (Chip-level)
25 T
B A64FX (Fugaku) 512-bit SIMD > 21.6
20 || [ SPARCS64 Xifx (PRIMEHPC FX100) 256-bit SIMD
[] SPARCS4 Viiifx (K computer) 128-bit SIMD
15
> 10.8
10
>54
5
> 2.7 11 2.2
0 |—| | | N/A N/A
64-bit 32-bit 16-bit 8-bit (Element size)
(DGEMM) (SGEMM) (HGEMM) (INT8 dot product) "

Feo)
FUJITSU

"LINT8 dot product
C=3(Ai x Bi)+C

8bit

8bit 8bit 8bit

\r \

X

X X X

| B0 BL B2 83
N

(INT16 dot product)

8
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AB4FX technologies: Core performance FUJITSU

High calc. throughput of Fujitsu original CPU core w/ SVE
M 512-bit wide SIMD x 2 pipelines and new integer functions

(GOPS)  core peak performance (1.8Ghz)
500 "TINT8 d d
C=5(Ai x Bi)+C
400 >460 - | 8bit | 8bit | 8bit | 8bit |
300 X X X X
>230 EEEEEEE
200 AW
>115 | + |
100 - >57 ——
O | | | | 32bit

64-bit 32-bit 16-bit  8-bit (Elementsize)

Multiply and add INT8 partial dot product
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A64FX Core Pipeline

SIMD Width

Four-operand FMA with Prefix Instruction
Gather/ Scatter (Level 1 Cache)

Sector Cache

Many-Core Architecture

High Bandwidth

High Performance in Benchmark

High Performance on Real Applications

10
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AB64FX Core Pipeline FUJTSU

A64FX inherits and enhances superior features of the SPARC64 VIIIfX (k computers cPu)

® |nherits superscalar, out-of-order, branch prediction, etc.
® Enhances SIMD and predicate operations (PR)

- 2x 512-bit wide SIMD FMA + Predicate Oper. + 4x ALU (shared with 2x AGEN)
- 2x 512-bit wide SIMD load or 512-bit wide SIMD store

Fetch : Issue Dispatch Reg-Read Execute : Cache and Memory : Commit

— N 52 cores

1 1 1 I 1 1
1 1 1 T 1 1
EAGA [
! ! ! ll EXC X Ll CSE
1 1 1 1 oyl 1
1 1 1 AAAA 1,/ EAGB 1 1
[, > RsaA —K 1 _Exc ,L :
1 1 [ N < 1 1 PC
1 1 1 I [ L B [ ™ |
1 1L, | rRSEO 1 EXB a4 |
T ! ! ! l v 1 1 I ! Control
Branch : : 1| L3 = 1 : : Registers
Predictor - ] rse1 mul u_l— | Write |
- i 17 Buffer
1 1 T 1 1 1
1 1 1 + 1 1
\22
1 1 > 1/ 1 1
1 1| RSBR t r'l I 1 1 1
1 1 K 1 1 1
I I 1 1 1 1
N\ , , , , ,
| >1 | >l PCI Controller I
D Izl T |ttt Tofu Interconnect HBM2 PCI GEN3
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SIMD Width FUjiTSU

SIMD Width Contribution to Computing Performance
= Peak performance [double-precision] is 3.072 TFlops

4 [CMG*s] X 12 [Compute cores] X 2 [Floating point pipelines] X 8 [SIMD Register Length(512) / dfloat variable(64)] X 2 [Number of operations for FMA]
A B
X 2 . OG H Z [Operating frequency] — 3 . O 7 2 [Tflops]

Q (B

ABAFX CMG* Configuration CPU core pipeline structure SIMD Register Length = 512bit
I = = [ [l'_'ll'_ll_'ll'_'ll'_ll'_'ll'_'l
~ —
[Conmrer] [Eeoed | Iﬂj
HBM2 2 HBM2 - .
mmm (-r;_$ mmm X-Bar Connection _,—""/ \‘\
] [t ; P T T T T T
] [ L2 cache 8MiB 16-way | . .
1, doR L FMA instruction
wevz [ (B8R J| | B[ Heme ~
_ AxB+C
L = !
. J Iti ,‘_—}7—'
multiply add

* CMG: Core memory Group
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Four-operand FMA with Prefix Instruction

MOVPRFX as a prefix instruction
For SVE, four-operand “FMA4” requires a prefix instruction (MOVPRFX) followed by

destructive 3-operand FMA3

A64FX Implementation for MOVPRFX
A64FX hides the overhead of its main pipeline by packing MOVPRFX and the following instruction into a

single operation

MOVPRFX as a prefix instruction

MOVPRFX :<: 73

. — *
a0 Coer

A64FX Implementation for MOVPRFX | Two instructions

Equivalent

“FMA4” : 20 <= 73+71*72

' Two instructions !
e

3 L1I$/L2$/
' | Memory

»

Inst.
Buffer

>

Pre-
Decode

»

Inst.

Decode

Exec. CSE

[o®)
FUJITSU

Pipeline

= |

[ Packing two instructions]

13

*: MOVEPREFX, FMA3 must be consecutive

] moverrx
[ Fmas
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Gather/Scatter (Level 1 Cache) FUJTSU

L1 cache throughput maximizes core performance
Sustained throughput for 512-bit wide SIMD load

- An unaligned SIMD load crossing cache line keeps the same throughput
Combined Gather mechanism increasing gather throughput
- Gather processing is important for real HPC applications

- AB4FX introduces “Combined Gather” mechanism enabling to return up to two consecutive elements in a
“128-byte aligned block” simultaneously

i i Throughput/core
Sustained throughput Combined Gather bytafeycle]
. 128B . 0 . . , 16 32
L1D$ %

Read data0 ! I ! I ] . Combined
Read port0 64B/cycle Memory . Ol:l = 0 |5 D4 I Gather

— [
Read datal Gather
Read portl E 64B/cycle r

(Normal)
|

T EeTE)
Register |0|14|5
m
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Sector Cache FUjiTSU

Concept
Software-controlled cache mechanism

= Conventional caches' issue: Hindering performance improvements because of evicting the data
including reusable data from the cache when registering other data

= The sector cache mechanism: To achieve higher performance, splitting the cache into two sectors
frequently reused data in a sector separately and allows software control

Sector Cache Technology

Newly implemented the sector cache mechanism into the L1D as well as L2
Using sector x1group for data to be reused to improve reusability of cache and reduce cache miss

Data whose reusability is unknown |

Data not to be reused | | Data to be reused |
\ Cache (L1D and L2) /
v v
Nisiial Cadre Pseudo local
memory
>, * “Sector Cache” is available with FUJITSU
Sector x0 group Sector x1 group Software Technical Computing Suite
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Many Core Architecture

A64FX consists of four CMGs (Core Memory Group)

A CMG consists of 13 cores, L2 cache and a memory controller
= One out of 13 cores is an assistant core which handles daemon, 1/O, etc.

Four CMGs keep cache coherency by ccNUMA with on-chip directory
X-bar connection in a CMG maximizes high efficiency for throughput of the L2 cache

Process binding in a CMG allows linear scalability up to 48 cores

CMG Configuration AB64FX Chip Configuration
)

[o®)
FUJITSU

4 Yoo (¢
_ o ] o N O
On-chip-network | EIEIEIEIEE] e J
. . . [ S S S S S ——
Wlth a Wlde rlng X-Bar Connection HBM2 CMG i CMG HBM2
Yy v VvV Vv VvV v

bus secures 1/0 T — | l

performance ; f T i I
Memory “HBM2 CMG » CMG HBM2

Controller ’ | l

HBM2 Network on Chip
16
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High Bandwidth FUJITSU

Extremely high bandwidth in caches and memory

= A64FX has out-of-order mechanisms in cores, caches and memory controllers
It maximizes the capability of each layer’'s bandwidth

- N)
CMG 12x Computinlg Cores +] Assistant Core
Performance @2.0GHz [ !
3.072 rriops — | (core ) (core ) [ core) (CORE )

512-bit wide SIMD
2x FMAs

L1 Cache -

12.2 8is BF ratio = 4) B

L1D 64KiB, 4way

L2 Cache
4.0 veis BF ratio = 1.3) B .

Memory \ "
1024 GBis (BF ratio =0.33)

L2 Cache 8MiB, 16way

J

HBM2 8GiB

r—1
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High Performance in Benchmark

Compute intensive benchmark

Linpack per CPU *

3.0 26
2.5
20 - 1.9
a . '
n = 15
— 1.0
2 05
o)
T 0.0

Fujitsu INTEL Xeon AMD ROME
ABAFX@2GHz 8280

Linpack Benchmark:

The benchmark to solve a dense system of
linear equations

* Calculated from top500.org 2019/11

Feo)
FUJITSU

Memory intensive benchmark

Himeno Benchmark
(Fortran90)

400 346

305
300

200
85

. [

ABAFX Avendor Bvendor
1CPU 2CPUs 1GPU **

GFlops

Higheris b

Himeno Benchmark:

Stencil calculation to solve
Poisson’s equation by Jacobi
method

** performance evaluation of a B vendor’s
vector supercomputer system

Stream Triad

0 (Relative ratio)

7.7
g 14
6
4
2 1.0
0 [ |
AB64FX A vendor B vendor
CPU GPU

Stream Triad:

The benchmark to measure
memory B/W for simple
vector kernels

18
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High Performance on Real Apps FUjITSU

The performance on 1nodeis Relative speed up ratio (1 node)
evaluated for seven OSS applications oe Lo
= Measured on PRIMEHPC FX1000, OpenFOAM
AB64FX 2.2GHz
= Up to 1.8x faster over A vendor Processor x2
= High memory B/W and 512-bit wide SIMD
work effectively with these applications

15

FrontISTR

ABINIT

SALMON

SPECFEM3D

WRF

MPAS

i

e FUJITSU A64FX (2.2GHz) x 1CPU
A vendor processor (24core, 2.9GHz)x 2CPU
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Low Power Consumption Technology

Custom Design

2.5D Packaging Technology

Power Management

Green500, Nov. 2019 Result

High Performance in Power Efficiency

20
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Low Power Consumption Technology

/nm Process

Leakage Power Reduction

= Water cooling system (Fugaku)
= Multi-Vth standard cell

= Transistor channel width optimization

- Fujitsu in-house design tool reduces
channel width of cells, while still meeting
operating frequency

Dynamic Power Reduction
= Clock gating to in-active latches
®= Micro-architecture optimization

e.g. Short Loop Detector
The basic operation is fetched from (1)L11$ and
decoded via (2) Instruction Buffer.

However, if (3) “loop contained in the Instruction
Buffer” is detected, the instruction fetch from
(1)L11$ is stopped to save power and fetch the
instruction from the (2)Instruction Buffer.

Fetch

Issue Dispatch

Reg-Read

Execute

Feo)
FUJITSU

Cache and Memory Commit

Branch
Predictor

T] RSA [

-] RSEO

Decoder

.LE [:.7
ieviiies

EAGA ||
EXC.

—

| Fetch

Port

iy

—
EXD.
>/ exa [
o[
| E—

I

Store

L1D$

—>| RSE1 } =

II v

—| RSBRl

—| prer |

—

Port
L Write
Buffer

Control
Registers|

Branch loop

21
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2.5D Packaging Technology FUJTSU

High density packaging technology
= Heterogeneously integrate CPU chip and 3D stacked memory into single package using 2.5D
packaging technology

®= The CPU chip includes four HBM2 memory controllers and interfaces for PCI-Express and ToFu D
networks

Core Memory Group  Tofu D /0 H

13 Cores 28 Gbps 2 lanes 10 ports PCle Gen3 16 lanes CPU p ac kag es eCtI on
L2$ 8MiB

Mem 8GiB, 256GB/s

[Silicon interposer ] [ CPU ] [ HBM2 ] Micro-bump

e N

O O O O ) () () O () 0 () () ) () () () ()

O 0O 0O1t0 O 0O 0O O
Package substrate
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Power Management FUjiTSU

“Energy monitor” / “Energy analyzer” for activity-based power estimation

Energy monitor (per chip) : Node power via Power API* (~msec)
= Average power estimation of a node, CMG (cores, an L2 cache, a memory) etc.

*Suggested by Sandia National Laboratories and is available
. A with FUJITSU Software Technical Computing Suite
Energy analyzer (per core) : Power profiler via PAPI** (~nsec) - ,
** Performance Application Programming Interface
® Fine grained power analysis of a core, an L2 cache and a memory

®  Enabling chip-level power monitoring and detailed power analysis of applications

Enabling chip-level power monitoring and detailed power analysis of applications

ABAFX CMG#1 CMG#2 CMG#3 CMG#4
Core L2 cache Memory
Core ) | Power L2 cache Power Memory Power
activity 7| Calc. activity * Calc. activity ’ Calc.
(Core J= )
Energy ‘
L2% )&
Analyzer _
Memory |<§ Y,
X X X X X X X X X
( \ / Y. . v VV VVV)
Energy CMG .
Monitor [ Node ] [ 12cores } [LZ cache} [ HBM2 ] [Asﬁ(')srteam ]
. R < J
n o n o
< A64FX Energy monitor / Energy analyzer >

I Power calc. for Tofu l I Power calc. for PCle l
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Power Management (Cont.) FUJITSU

“Power Knob” for power optimization
*Power knob is available in FUJITSU

AB64FX provides power management function called Power Knob* Software Technical Computing Suite
Applications can change hardware configurations for power optimization
®  Power knob and Energy monitor/analyzer help users optimize power consumption of their applications

Decode width: 4 -> 2 | EX pipeline usage: EXA and EXB -> EXA only | | Frequency reduction
( Fetch : Issue : Dispatch : Reg-Read : Execute : Cache and Memory : Commit \
—————— 52 cores
1 1 1 d d 1
—{|Core | . . —— |.L
S N e e .
1 I RSA 1 X1 N 1,/ EAGB JI_’ o 1
N 4:." ||T_' EI PGPR E y = :L !
’ 7 PC
T ! J ™1 Store L1D$ |
! '}—| RSEO h H [ 23] Port |
! ! y D" I | Control
Branch | ! ! 3 T im g ! Registers
Predictor | ! ! PPR —"5rX ! Write !
A o [0 7= o M o e B |
1 1 1 1 1
1 1 I .12 N 7l 1 1
| 1| RSBR |=—=—>| Pprer | 1 1
1 1 | L /- | |
\ : : : : : '
\ —— = J———— Y,
v r#] v
I Tofu Controller I I PCI Controller I
- LM N -
| FL pipeline usage: FLA and FLB -> FLA only HBM2 | HBM2 B/W adjustment (units of 10%) |
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High Performance in Power Efficiency FUJITSU

The power efficiency on 1node
is evaluated for seven OSS applications Relative power efficiency ratio

1.0 2.0 3.0 4.0
® Measured on PRIMEHPC FX1000,
AB64FX 2.2GHz OpenFOAM

= Up to 3.7x more efficient over A vendor
Processor x2

FrontlISTR

= High power efficiency is achieved by energy- ABINIT

conscious design and implementation
SALMON

SPECFEM3D

WRF

1

MPAS

. FUJITSU A64FX (2.2GHz) x 1CPU
A vendor processor (24core, 2.9GHz)x 2CPU
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B Fujitsu Mission Critical Technologies
B  A64FX inherits K computer’s CPU Reliability
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Fujitsu Mission Critical Technologies FUJITSU

Large systems require extensive RAS capability of CPU and interconnect

= A64FX has a mainframe class RAS for integrity and stability
It contributes to very low CPU failure rate and high system stability

= ECC or duplication for all caches
= Parity check for execution units
= Hardware instruction retry

. High reliabilit
= Hardware lane recovery for Tofu links gh re’ y
from Fujitsu MF
m ~128,400 error checkers in total technologies
/
; . / AB64FX RAS
Cache (Tag) ECC, Duplicate & Parity , .
Cache (Data) ECC, Parity G Diagram
Register : ECC (INT), Parity(Others) :
Execution Unit I Parity, Residue 1 . 1bit error Correctable
Core :_ Hardware Instruction Retry : |:| 1hit Detectabl
it error Detectable
PCI Express Multi layer CRC Error Recovery
TofuD Hardware Lane Recovery . 1bit error Harmless
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A64FX inherits K computer’s CPU Reliability

A64FX inherits K computer’s RAS technologies
®  Failure trend of K computer’s 80,000+ CPUs [SPARCG64 VIIIfx] was low

Monthly Failure Rate of CPUs

Monthly falure rate*

0.020%

0.016%

0.012%

0.008%

0.004%

0.000%

*Monthly failure rate =

Fullnode LINPACK
‘ measurements

Gordon-Bell
challenges

y
e T

t ~ O o S I~
e F @ <@ <
e I
O 9 9 o9 o o
S © © © o ©
& & & & & &

Failure trend of CPUs is

2012-10

2013-01

2013-04

2013-07

except high load terms

Number of installed CPUs

Failure counts in the month

Gordon-Bell
challenges

{

Gordon-Bell
challenges

€

O 4 % N~ O o %
4 2 2 9 2 2
T . S S ST BT}
P =
S © © © ©o o o
8 &8 & & & & «

almost stable

Number of CPUs = 82,944
(Since July 2012)

Comparison with Blue Waters

AFR: Annual Failure Rate (Average failure rate per year)

FIT: Failure In Time (1FIT = 1 failure per 10°hours)

Units Parameter gpﬁ?ﬂf_”}ﬁi ) Blue Wates*
CPU | # of Parts 82,944 49,238
AFR 0.06% 0.23%
FIT 72.00 265.15
DIMM [# of Parts 663,552 197,032
AFR 0.016% 0.112%
FIT 18.02 127.84
FIT/GB 9.01 15.98

*C.Di Martio et al., Lessons learned from the analysis of system failures at petascale:

Feo)
FUJITSU

the case of blue waters.
44" international conference on Dependable Systems and Networks (DSN 2014),2014.

CPU failure rates of the K computer are about
one quarter compared to that of Blue Waters.

(Source: ISC 2015 Long term failure analysis of 10 petascale supercomputer, RIKEN)
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B Software stack

B Fujitsu Language System
B Advantages of Fujitsu Compilers
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Software Stack for A64FX System

Both Fujitsu & OSS vendor SW stack are available for application development

[e®)
FUJITSU

= FJ compilers are optimized for the u-architecture, maximizing SVE and HBM2 performance
= We collaboratively work with RIKEN / Linaro / OSS / ISVs and contribute to Arm HPC ecosystem

Technical Computing
Suite (TCS)

FUJITSU
Compiler

Bright Cluster
Manager(BCM)

OpenHPC

Compiler

Programing

> Communication Libraries
Environment

Job Schedulers

Schedulers, File System

and Management Il S

Cluster Management

Operating System

HW (Processor)

FX1000

Fujitsu compiler

Fujitsu compiler

GCC8

Fujitsu MPI Fujitsu MPI / Open MPI
Fujitsu Profiler \ Fujitsu Profiler y / GNU GDB
( ) PBS Professional
Job scheduler PIM SLURM . SLURM
(OSS version)
FEFS Lustre < Lustre
System management Bright Cluster
\ software PSM )L Manager ) Warewlf
RHEL8 / CentOS8 RHEL8/RockyLinux8/CentOS8
AB4FX

30
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Fujitsu Language System

Fujitsu Language system
Develops a variety of programming tools for various programming models
Designs and develops Software that exploits Hardware performance

[o®)
FUJITSU

4 .. )
Fujitsu Language System
Fortran Compiler Optimizations J eSSL Il
C e Instruction level ] *C-SSL I
- Auto-vectorization *BLAS
- Software pipelining e IDE
CHt *Looplevel ] : t_AE)PfACK 4. p eDebugger
OpenMP - Auto-parallelization ] ib for Quad. Prec. e Profilers
e | Coarray | [ e ssL el
nodes [MPI ] ®*ScaLAPACK
\_ J

31
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Advantages of Fujitsu Compilers FUJITSU

Advanced optimizations to accelerate applications
= Proven vectorization technologies to utilize Armv8-A with SVE
= Software pipelining improves instruction-level parallelism to get objects suitable for micro-architecture

Language standard support

= Continuing to support new standards of Fortran, C/C++ and gnu c extension

Support multilevel parallelization

= Auto-parallelization technologies and OpenMP support for thread-level parallelism
= MPI and Fortran Coarray support for process-level parallelism

Fujitsu compiler for C/C++ has two modes (Trad mode and Clang mode)
to achieve high performance in a wide range of applications

= Trad mode: Fujitsu’s original compiler

= Clang mode: Clang/LLVM compiler with Fujitsu’s enhancement
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Fujitsu Compiler Commands

Compiler can be used in two modes:
 has a cross compiler on x86 front-end servers
* native on the A64FX compute nodes

Cross-compiler on an x86 server

Fortran frtpx [option list] [file list]
C fccpx [options list] [file list]
C++ FCCpx [options list] [file list]

Native-compiler on A64FX

Fortran frt [option list] [file list]
C fcc [options list] [file list]

C++ FCC [options 1list] [file list]

Feo)
FUJITSU
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ABAFX platforms FUJITSU

FX1000

©ORIKEN
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FX1000 integrated system
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FX1000 rack integration

Rack characteristics

2 nodes per CMU (Core Memory Group)

8 CMU’s per BoB (Bunch of Blades)
16 nodes per BoB
3 BoB'’s per shelf

8 shelves per rack (4 shelves per rack side)

384 nodes per rack

* 1.18PF (2 GHz) or 1.298PF (2.2GHz) per rack

cPU ¢ 16 nodes

CMU

2 nodes

N,

i

48 nodes

Feo)
FUJITSU

=
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CMU: CPU Memory Unit FUJITSU

2x A64FX Processors

B Run as 2 separate nodes

QSFP28 x3 for Active Optical Cables

Single-side blind mate of signals &
water

~100% direct water cooling

[

Electrical

signals
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FX1000 shelf configuration FUJITSU

BoB - Bunch of blades
Supports 8 blades each with 2 nodes

1 Ethernet port per Bob for management/IPMI

2x PCle Gen3 16 lane slots

Y g '
,'

== |
=E=

:

&
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FX-1000 system

]

P

System control

Feo)
FUJITSU

6D Mesh/torus

P

Job managers

Front-end network
|

Login nodes

Software stack

Fujitsu Technical Computing Suite
”anagemem sdml " Fiesystem — Programming environment

System management FEFS
for high availability & Lustre-based
power saving distributed file system

operation

Job management for
higher system NVM-based file /0
utilization & power accelerator
efficiency

Linux OS / RedHat or CentOS

Post-K system hardware
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Hardware Configuration Overview FUJITSU

Management LAN. Gigabit Ethernet. 24 ports per RACK

[ Control LAN. Gigabit Ethernet. 24 ports per RACK ]

[ HDR (100) InfiniBand Network. 8 ports per RACK ]

XXYXZx2x3x2

Xx RACKS
XX COMPUTING NODES
XX INFINIBAND PORTS (HDR100)
XX GbE PORTS (RJ45)

40 Copyright 2020 FUJITSU LIMITED



Tofu Interconnect (1/2)

Architecture
B 6D Mesh/Torus topology (Node axis (x, V, z, a, b, c)) Tofu unit
B Arbitrary combination of (x, y, z) axis and (a, b, c) axis enables the application (12 Node)

to view as simple 3D torus
Bandwidth per link: 6.8GB/s x bi-direction
Concurrent data transfer: 40GB/s x bi-direction

Hardware support of collective communication (Barrier,
Reduction)

B Hardware Reduction can support up to 3 elements of double precision data

Features

B Approx. 390K node scalability with direct interconnection network for massive
parallel jobs

B Overcome issues with normal 3D torus topology to realize fault-tolerant high
operability interconnect

Tofu Interconnect
B Non-blocking DMA engine to enable overlap of compute and communication Concept

Feo)
FUJITSU
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Tofu Interconnect (2/2) FUJITSU

g&‘
Fault-tolerant high operability interconnect
M Formation of torus topology avoiding a failed node
Tofu Unit (12 nodes: a, b, c) Normal torus interconnect Tofu interconnect
Axis b Axis [\ Y Kxis (USer vigly) y Axis
sj ] ] 1 ﬁ sica
¥ | RS SR
nln',. <¢ "
b=2 =
' vV
Normal torus interconnect Tofu interconnect

XAxis

3QTomsHIEN> § ® Even when multiple jobs are running, each job will form torus topology
S q

B This avoids message collision between jobs and enables stable job performance
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Allocation of nodes for an MPI parallel job

Rectangularjob node allocation

— Guarantees communication performance between
the adjacent nodes of the job

— Prevents communication conflict with other jobs
— Single node failure only aborts one job

Non-Rectangularjob node allocation
— Can use non-adjacent nodes
— Increases system node occupancy

— Can be affected by node failures outside the job
allocated nodes

— Shares communication bandwidth with other jobs

Rectangular node
allocation for jobs

-
bD
™,
G <8
.
) ' -
S b
\*\N Y
w - Ve N

"\

Non-Rectangular node

allocation for jobs

™. > . > o,

“ ™
mlE S ES D

“

T
S

J ~
T
Ny, B T
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FX100 Exa-scale Edition Software Stack FUJITSU

Software Stack based on FUJITSU Technical Computing Suite

W Exa-scale Edition Software Stack will utilize a Linux-based operation system

W System management provide provisioning, deployment function and full supervision

Fugaku / FX1000 Applications

Technical Computing Suite Exa-scale Edition
g Management Softwar Y e rchicaT T I/O Software Programming Environment

System Management for MPI (Open MPI)
Highly Available &

Power Saving Operation FEFS

OpenMP, COARRAY, Math Libs.

Lustre-based
Compilers (C, C++, Fortran)

Job management for Distributed File System
Higher System Utilization &

Power Efficiency

Debugging and Tuning Tools

RHEL / CentOS

FX1000
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FX700 - 2U system
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FX700 Chassis FUJITSU

Bird’s eye View (Front side) Bird’s eye View (Rear side)

>

86.9mm
(3.4inch)
2U

800mm

444
mm (31.5inch)

(17.5inch)

40.9mm
(1.6inch)

583mm
(23.0inch)
166mm

(6.5inch) ~ . .
Bird’s eye View of Blade
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FX700 Chassis FUJITSU

Blade (2sockets/2PCle Card) x4

Top View / 2200W PSU x 3 max. Front View
4 | ‘ [Rear side T ]
| BMCIF
(2LAN port)
: | 2 Al | edel e
7\ 1 1 1 1 3
» Signal Cable g
; [N
(@]
o
o 1x BMC module : 2 x BMC interfaces
< . Node Ethernet port
Rear Vlew Node PCle slot (for IB)
o ~ Bldde7 [“—"_B1dde
n 1 - Midplane i e U T e | e e T e eV
<= = ; ; r——~——~Trd~——-—- r———w
g g e .-HL—UEI |' _Jl; ‘ Bus Bar o A e nai il i ;jay(!j'ej J
S Lt ==| (12V & GND) » - L L
i
®mn . Base Board
T e g i (BMC,FPGA, .
: PSUC on board) 3x PSU slots: 2200W PSU (200-240VAC)
(2+1 redundant configuration)
. : _ PCle slot: HHHL (max. 167.65mm in length)
[Front side | ]
. Operation Panel
< (17.5inch) ™, FAN Unit

47 Copyright 2020 FUJITSU LIMITED



FX700 Block Diagram FUJTSU

PSUQ | |
PSU 1 [ 12v/12VL | Base '
PSU 3 (option for redundancy) i.i_|_ T +—> PANEL
FRUROM
BMC mgmt LAN _ BMCIF [FRUROM| MIDPLANE
(IPMI for BMC) RhIVI
Service LAN 4=>{T_Jj«—[priv |« 1
(for hardware setup) v v PMBbus
Bl?jde 0 FRUROM T Thassis |
R —— Node #0 — vBMC ! 7
Node mgmt LAN #0 4—»&1{“% 11G LAN } pi et ‘f;: FAN
FAWEL G pre #|A6QFX et Luiac P{FANCE ey
1
Bmp— SwW BMC (Pilot4 FAN
L PO Gerd — — : ;
PCle #0 <€ icas x16 FMEM DRAM ——1 X
ECLRiser eMMC FAN
[ Node #1 | I
S S—.
Blade 1 y FAN
[ Node #2 | = .
Node #2 | |
[ Node #3 | : = SBC (FPGA)
- | ;|
| |
Blade 2 Node #7200 'y
[ Node #4 | A FMEMJT praM
| Node #5 | RESET/JTAZG/
Interrupt/I°C/
o 4
Blade 3 Southbridge-I/F .
| Node #6 | — PSUC (CPLD)
Node mgmt LAN #7 <= FRUROM
AN #7 42 Node #7 |
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FX700 BMC interface FUJTSU

p FU‘J}?TSU FX700 | 2CD444CEC9B7 | 8/N : 3332013004 | Chassis : Normal, Power On | Node : Normal
B hpcadmin (Administrator) Refresh B Logout
Server Status
FRU Information
System Event Logs (can be downloaded)
page gives detailed information for the various FRU devices present in this system.
FRU Device Name * Error Status Part Number ‘Serial Number Rev * Power Status
. . ICMU#00 Normal CAD8748-D152 PP201202JP A2 On
Power Control — control power and boot option (disk,  cwerccmws : :
ICMU#00/PCIECARD#01 Normal
ICMU#00/SSD#00 Normal
network, UEFI shell) for each node : :
7 ICMU#OT Normal CA08748-D152 PP201202JR A2 on
ICMU#01/PCIECARD#00 Normal - -
. . [CMU#01/PCIECARD#01 Normal
Configuration (Network, SNMP, NTP ...etc)
ICMU#01/SSD#01 Normal - - - -
ICMU#02 Normal CAD8748-D152 PP201108UL A2 On
. . [CMU#02/PCIECARD#00 Normal - - - -
Maintenance — update firmware, change mode of
ICMU#02/SSD#00 Normal - - - -
. ICMU#02/SSD#01 Normal - - - -
Com ponents to ena ble ma | ntena nce CMU#03 Normal CADST43-D152 PP201205EN A2 on
ICMU#03/PCIECARD#00 Normal - - - -
[CMU#03/PCIECARD#01 Normal - - - -
ICMU#03/SSD#00 Normal
User management — control who can connect to the : : :
/BMCU#00 Normal CAD8748-D111 PP2010085T Al
/BMCIF#00 Normal CA20371-B62X PP2009000S 004AB
B M C [FANU#00 Normal - - -
IFANU#01 Normal
IFANU#02 Normal
[FANU#03 Normal -
IPSUZ00 Normal - - - on
IPSU#01 Normal - - - On
IPSUR02 -
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FX700 chassis specification

A64FX 2U Scalable Computing Server

B 8 nodes per 2U chassis

B  Node characteristics
* 48-core Armv8-A SVE (512bit SIMD)
* 32GB HBM2
* |IBHDR100

FCS : 2020.3.31

High-performance
M 2.7 or3.072 TF(DP) x 8 CPU

Low power consumption & Air cooled:
~2.6kW

Specifications

Feo)
FUJITSU

Chassis 2U / 8 nodes maximum

CPU (A64FX) 2~8

Main memory (HBM2) 32GB (8GB x 4, on package)/CPU
DIMM None

Internal boot disk

M.2 2280 NVMe SSD x1 /CPU (Option)

Node mgmt. LAN

1GbE x 1 port/ CPU

PCle slots

1/ CPU (Gen3 x16 lanes, HHHL, max 25W)
Supports InfiniBand HDR100 (ConnectX6)

BMC Control/Service network

1GbE x 2 port / chassis

AC input (Freq.)

Base :2,200W, AC 200-240V(50-60Hz) x 2 (non redundant)
Option :2,200W, AC 200-240V(50-60Hz) x 3 (2+1 redundant)

Dimension (W x D x H)

444mm x 800mm x 86.5mm

Weight

40kg

Operating conditions

Ambient: 5-35°C, Humidity: 20-80% (not condensed)

Safety

UL, CSA, CE

RoHS

RoHS2
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FX700 Software Stack options FUJITSU

Commercial and OSS SW stack offerings

® [J compilers are optimized for the p-architecture, maximizing SVE and HBM2 performance
@ \\e collaboratively work with RIKEN / Linaro / OSS / ISVs and contribute to Arm HPC ecosystem

Bright Cluster Manager OpenHPC
. 1
. Fujitsu compiler
| Compiler GCC11
Epr:\?ﬁ;?qnn’:ggt Communication Fujitsu MPI
Libraries OpenMPI
Debuggers GNU GDB
Job Schedulers SLURM/OpenPBS
Schedulers, File _
System and File System Lustre/BeeGFS
Management
Cluster " a1
Management Bright Cluster Manager Warewulf
Operating System RHELS8.x / Rocky Linux 8.x
HW (Processor) A64FX

51 Copyright 2020 FUJITSU LIMITED



[e®)
FUJITSU

The future — Fujitsu Monaka processor

B ARMV9-A SVEZ2 and 3D stacking
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3D microarchitecture — High Performance FUJTSU

Fujitsu microarchitecture 3D many-core architecture Confidential Computing

_.F'U" J‘Iﬁy _‘ ;»ﬁ\IIKA‘

P

T 5 5 < \'\,_.\ /
@ High-performance %} Energy Efficient @ High Reliability @ Easy to Use

e Cloud native 3D many-core design e Leading-edge process technology e Multiple VM Confidential Computing ® Open & de facto standard software stacks
by Fujitsu’s proven microarchitecture e Ultra-low voltage operation e Mainframe class RAS for stable ® Fujitsu compiler technology

e High memory bandwidths operation e Air cooling for easy deployment

.+ 2nm process

f Top View Er Snm process subject to change
Performance per Watt P :

SRAM Die stiE(I.LC)‘ ...
ﬁ H + Armv9-A architecture
250 + 3 L - SVE2-for AI and HPC‘ _
£ 200 2X DORS €1 10 Die kL - Confidential Computing for security

28 150 merconnees <] 2 s s <> + 144 cores x 2 sockets
‘Té é SRAMDie (UC)  SRAM Die (LL) + Ultra low voltage
+ 3D chiple
5 S - Core die . 2nm

0 - SRAM die/IO die 5nm

Competitor X in 2027 MONAKA in 2027 +« DDR 12 channels
1 1 Core Die Core Die
- - _ - — Side View K PCI Express6.0(CXL3.0)
This presentation is based on results obtained from a project subsidized

Si Interposer

by the New Energy and Industrial Technology Development Organization (NEDO).

* Air cooling

| Package |
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Comparison — A64FX and Fujitsu-Monaka FUJITSU

Wem2l [ [ Feem2
EeR)— - . E” (8G8)
1| |G | o
1N
o — T~ B L

Armv8-A Architecture Armv@-A Architecture

- SVE for HPC and Al - SVE2 enhanced for HPC and Al

- Confidential Computing

48 cores x 1socket (48 cores per node) 144 cores x 2 sockets (288 cores per node)
Low voltage Ultra low voltage
2.5D 3D chiplet

- CPU 7nm - Core die 2nm

- HBM2 - SRAM die/IO die 5nm
HBM2 4 channels DDR5 12 channels
PCl Express 3.0 PCI Express 6.0 (CXL3.0)
Tofu Interconnect
Air cooling and water cooling Air cooling
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® Hybrid cluster with a unified storage and job subsystem
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Deucalion Architecture

Hybrid cluster with ARM, x86 , x86+GPU
ARM compute cluster

B 5 Pflops peak — AG4FX

B 1632 x Compute Nodes single processor
x86 compute cluster

W 5 Pflops peak - AMD Rome 7742

B 530 x standard Compute Nodes (dual proc)
B 33 x compute with GPU (NVIDIA A100)
High speed temporary storage (430TB+10PB)

B High speed storage with both an NVM tier
and a traditional PFS disk based tier

NAS shared storage (50TB)

® Highly reliable NAS for common user files
(homes, apps, job spool etc).

Front-end servers

B Common set of front-end servers (login
nodes, Slurm nodes, management nodes).

B Use of virtualized servers or containers for

cluster management, monitoring and LDAP.

- SRR

____________________________________________
x86 Compute cluster 5 Pflops peak
« 500 standard compute nodes
« 33 GPU compute nodes

IB network A

/home

1
1xNAS (50TB)
Job Spool

Feo)
FUJITSU

5 Pflops peak Arm FX700 Compute cluster |

+ 1632 standard compute nodes

MDS servers MDS servers 0SS IO servers

se:

Ethernet
switches

2x Slurm servers

4 x Login servers

1x Mgmt node (UFM, OpenSM etc)

t 3 x Virualization server for OpenHPC
headnodes, monitoring, LDAP, etc

56
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Job Scheduler - SLURM FUJITSU

B SLURM manages both ARM
and x86 clusters

B Users specify a partition name Sl gt o [ St partvion s o
in their job scripts and SLURM —
allocates the jOb to nodes of O N s ]
the appropriate cluster . SLURM servers _;
accordingly i |S€ ) U= )
B SLURM uses HA with a primary S e

and secondary server

B Shared job spool resides on 4
the NetApp NFS server = NetAPP |
Slurm Job
B Slurmdbd runs on the poo
slurmdbd VM ARM cluster x86 cluster

B slurmd runs on all the
compute nodes
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Abbreviations

AG4FX

B/W:
BF:
BGA:
CSE:
EAG:
EX:
FL:
PFPR:

Band Width = PGPR:
Band width-to-Flop = PPR:
Ball Grid Array = PRX:
Commit Stack Entry = RSA:
Effective Address Generator = RSBR:
Integer EXecution unit = RSE:
FLoating-point execution unit = Tofu:

Physical Floating-Point Register

Feo)
FUJITSU

Physical General-Purpose Register
Physical Predicate Register

PRedicate eXecution unit

Reservation Station for Address generation
Reservation Station for Branch
Reservation Station for Execution
Torus-Fusion
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